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Time Alloted : 3Haurs Full Marks :70
SR e T Thengures in me margin Indicate fuil. marks.
IR Gand;date are requursd to give their answers In their own words as far as practicable

Group-A (Very Short Answer Type Question)

1. Answer any ten of the Iunc:wmg [1x10=10}
'."\ What are two techniques of Machine Learning?
Ry What are the areas in robotics and information processmg whe e sequential prediction problem arises? ) ,

R}ﬂ WhatlsPAG Leamlng? : ,' L P

&7, What acccurdlng 1o you,'is more smporlant bstvween modei accuracy and model performance?

l}/ Whatis testset? -

V) 'What are the advantages of Nalve Bayes‘?
/P'ﬂ? What do you, understand.by Cluster Sampling”

p-.lm’ What do you understand by the F1 score? ’

P“f Wharls a Random Foresi?,

i 1"..- X What could bie the issug when lha beta value ior a ¢ortain variable varies way oo much in each subset when regression
~is run on different; subsets of the given dataset?

, - (¥t Whatis the Principle GomponentAnalysm‘? :
" (X Why is rotation of components so important in Principle Component Analysis (PCA}?

=}

Group “B.(Short Answer Type Question)

Answer any three of the following [5x3=15]

“In what areas Paﬂem HBCOQHI[IOH is used’? S (5]
;3;._': What are the dlffBJ'Enl methods for Sequential Supemsed Leaming? A [5]
‘ ‘How does Machme Learning differ from Deep Learnmg" [51
f Whatdo yuu know about Bayesian Networks" (5]
s What are ﬂ-:e compcnanls oi relatlonai evaluanan techniques? _ (5]

Grbup -C (Long Answer Type Question)

Answerany three of the following [15x 3=45]

4) Whét'ié Linear Regression? - =~ = (5]

p;;]‘ Diffarentiate between regression and classifi cation, (3]

) What Is target imbalance? How do we fix it? A scenario where you have periormed target imbalance on [7]
/d -data. Which metrics and algorithms do you find suitable to input this data onto?

{a) How would.you handle an imbalanced dalaset? (8]

} Menuq)n snma ofthe EDA Technlques? o S (7

9 /Eﬁ] it possxble fo test for the probab:lny of Improwng model accuracy without cross-validation techniques? ¥ (5]
yes, please explain. _

{bJ How can we use a dataset without the target variable into supervised leaming algorithms? (3]

+ {c) State the limitations of Fixed Basis Function. 7]

; 10 4ay Define and explain the concept of Inductive Bias with some gxamples. (5]

: (b) Expialn hc-w a Naive Bayes Glassrﬂer works‘ C : (5]

" 4oy List the advantages and limijatians.( ol' lhe Tamporal Difference Learning Method. _ s)

A data sel is given 1o you about uﬂllﬂes fraud defection. You have built aclassifier model and achieved a (8
ﬂ @ _performance score of 98.5%, Is this a goodmode? If yes, Justify. If not, what can you do aboutit? 1
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(b) Explain the handling of missing or corrupted values in the given dataset. [4]
(c) Whatis Time series? [3]
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