dny

WO INEHEUT AAAA//

http://www.makaut.com

CS/B. Tech/ECE/Even/Sem-6th/EC-604B/2015

g L

WEST BENGAL UNIVERSITY OF TECHNOLOGY
EC-604B

INFORMATION THE “RY AND CODING

Iime Allotted. 3 Hours Full Marks: 70

The questions are of equal value
The figures in the margin indicate full marks.
Candidates are required to give their answers in their own words as far as practicable

GROUP A
{Multiple Cheice Type Questions)
! Answer all questions 10=1 = 10
{11 The number of undetectable errors for a (n, k) linear code 15
(Aay 2™ {B)2"
2"-2 (D) 2*
{11} Entropy represents )
{A) amount of information _{ByTrate of information
{C) measure of uncertainty ~{D) probability of message
(i1} The mutual information of a channel with independent input and output is
(A) zero LB) constant
{C) variable " (D) infinite
{iv) In block coding, if & = 2 and = 3, then number of invalid code wgrds 1s
{A)R (B4
{C)2 Dre
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{v) | deoit equals
(A) l ba
{C) 10 bats

{B) 3.32 bits
{Dy ngme of these

(ve) I a elephone channel has bandwidth
capacity Is .

Hz and SNR = 20d4B then channel
tAL 3 ops (B) 1.19 kbps

(Cp 209 kbps .ID] 19.97 kbp&

(vu} Fora noiseiess channel UX: Y)is

R HOX)-HY) (B) H(Y)-H(X)

(C) HIX) (OYHX)-H(Y/X)
ivitt) The condition of a dual code in case of linear block code is
SAATGH' <0 (B) (GH)' = 0
({C)G'H =0 (D)HG" =0

(ix) A (7.4) linear block code with minimum distance guarantees error detection
II'I-

(A) 4 bits
)= 2 bars

{B) < 3 bits
(D) < 6 hats

{x} The efficiency of Huffman code is linearly proportional to

(A) average iength of the code (Byiaverage entropy
(O} maximum length of the code (D) none of these
GROUP B

(Short Answer Type Questions)

Answer any three questions

¥aw the state diagram for (2, 1, 2) convolution code and explain,
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i Define the channel transition matrix and with suitable example show at least s
Jchannel transition matrix. 9. {a) Find the generator polymlmal of a triple error correcting BCH code with £+7
hiock fength n = 31 over GF(2%).
4. P(x:) = 0.4, P(xz) = 0.17, P{xs) = 0.18, P(xy) — 0.1 and P{x<) = 015 for 3 b ib) What are the advantages of turbo code” Discuss o o is smpiemented”
symbol x), X1, X3, X4 and xs. Construct a Shannon Fano code and find out its
effictency. [0.{a) What do you mean by entropy of a source and mutual information of a  {2-5;+5+
communication ch*rmcl? 20
5. ﬁm‘l‘:ml "ﬂlu'y faw legll:hng channe! capacity. What is mutual 3> th} Consider g source X which pmduccn five symbols with babilities :I;.
‘ ' -
6. Consider g(x) = 1+x=x" for a (7. 4) cyclic code. Find the generator matrix of S e G"""ﬁ; Find the source entropy.
systematic form. = (¢} Briefly discuss about the channel capacity of a discrete memoryless channel.
= Determine the channel capacity of a noiscless channel.
GROUP C % ”-m ;V‘:n‘:mﬂmmmy*::dﬂlzwruofmefoﬂwmg: 1§
(Long Answer Type Questions) . (b Golay code
= «te1 Huffman coding
Answer any rhree questions. IxjS =45 & {d) Cyclic burst
7. (a) Define code rate and block length. 342410 E P decoding.
(b} Give diagrammatic representation of block encoder. -
(¢} The gencrator matrix of a (7,4) block code is given by P
1110 00 =]
1o 10100
et 1000
(11000 01
(1) Find H, the panity check matnix of the code
(i1) Find the syndrome for the received vector 1101101, Is this a valid code
vector?
(i) Find all code words of the code.
(iv) What is error correcting capability of the code?
{v) What is error detecting capability of the code” .
¥ (a) What are eyclic codes? Why are they called subclass of block code? Sed+b
(b1 Write the advantages and disadvantages of cyclic code.
(c) Prove that the generator polynomial fx) of an (n, k) cyclic code is a factor of
1+
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